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METOABbI OBHAPYXEHUA N YCTPAHEHUSA TIPOBJIEM
MMPOU3BOJUTEJBHOCTHU 1JIA CUCTEM MOHUTOPHUHI'A 1
ABTOMATHYECKOH ONITUMHU3ALIAN 3AITPOCOB POSTGRESQL

JlanHas paboTa HOCBsIIEeHa pa3padoTKe CHCTEMbl MOHHUTOPHHIA M aBTOMATHYECKONH ONTUMM3ALUK 0a3 JaHHbBIX
PostgreSQL. PaccMOTpeHBI CyIIeCTBYIOLIME HHCTPYMEHThl MoHUTOpuHTa PostgreSQL, mpoBenéH anamms ux
BO3MOXKHOCTEH M orpaHuueHui. Ocoboe BHMMaHHE YJEIEHO METO/aM OOHAapy>KeHUS MEIUICHHBIX 3alpocoB,
aHaJIM3y KMCIHOJIB30BaHUSI MHIECKCOB, BBISBICHHUIO NMPOOJEM C NPOU3BOIAMTENBHOCTBIO, @ TaKKE COBPEMEHHBIM
MoJX0JaM K ONTHMHU3alMU 3arnpocoB M HacTpoiike mnapamerpoB CYBJI. Ilpencrasnena paspaboraHHas
aBTOMATH3MPOBAaHHAS CHCTEMa, BKIIOYAONIAas MOAYNb cOOpa METPHK, aHAJIM3aTOp NPOU3BOIAUTEIHLHOCTH H
TeHEpaTop peKOMeHJanuii mo onrtuMu3amuu. [IpoBeneHO TECTHPOBAaHHE CHCTEMBI Ha PEANbHBIX JaHHBIX,
MIPOJIEMOHCTPHPOBABIIIEE MOBBIIICHUE MPOU3BOANTENBHOCTH Ha 35-40% mocie mpUMEHEHHsT aBTOMAaTHUECKHX
pekoMeHIamui. B 3aKkimioueHNM TNpHUBEAEHBI PEKOMEHAAIMM [0 BHEAPEHUIO CHCTEMbl MOHHMTOPHMHTA W
aBTOMaTH4YeCcKoi ontumm3anuu PostgreSQL B Mpon3BOICTBEHHBIE CPEIBL.
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BBengenue

PostgreSQL siBiisiercst ogHON W3 Hamboyiee TOMYJSPHBIX CHUCTEM YIpaBlieHHs O0a3aMu
JAHHBIX C OTKPBITBIM HCXomHbIM komoM. Ilo manneiM DB-Engines 3a 2025 rom, PostgreSQL
3anumaer 4-e¢ wmecto cpeaun Bcex CYBJl ¢ poiHounod poneir 16.85% wu  mpopomxaer
JEMOHCTPHUPOBATh cTabUIbHBIN pocT nomyisipHocTH [1]. CormacHo uccnenoBanuto Stack Overflow
2025, PostgreSQL wucmonp3yercs 45.55% paspaborunkoB, omepeauB MySQL (41.09%) [2].
Cucrema npuMeHsIETCS B KPYITHBIX KOMITAHUX, TakuX Kak Instagram, Reddit, Spotify u NASA, npu
atoM okosio 11.9% kommanmii ¢ noxomom Oonee $200 MuuIMOHOB HCHoOib3ylOT PostgreSQL B
MPOU3BOACTBEHHBIX cUcTEMax [3].

HecmoTpss Ha BBICOKYI0 HAAE&KHOCTh M MNpou3BoauTenbHOCTh PostgreSQL, wmHorue
OpraHM3ali  CTAJKUBAIOTCS € MpoOJeMaMH  IPOU3BOAUTENLHOCTH  M3-32  OTCYTCTBUS
CUCTEeMAaTUYECKOT0 MOHUTOpPWHTA W onTtuMuianuu. [IpobiieMa mpou3BOAMTENFHOCTH 0a3 JTaHHBIX
CTaHOBUTCS OCOOCHHO KPUTUYHOM IpU pocTe 00BEMOB TaHHBIX U yBEIUYEHUH HAarpy3ku. CoriacHo
uccnenoBanusiM, 10 80% mpoOieM  MPOM3BOAMTEIBHOCTH — MPUJIOKEHUH  CBA3AaHBI  C
Hed(hpeKTUBHBIME 3arpocamMu K 0aze mAaHHBIX. [Ipy 3TOM MHOTHE OpraHHM3alid OOHAPYKHUBAIOT
MPOOJIEMBI TOIBKO MOCIE TOTO, KAK OHM HAYMHAIOT BIUSATH Ha pabOTy MOJIb30BaTENCH.

B cBsi3u ¢ 3TUM BO3pacTaeT akTyaJlbHOCTh pa3pabOTKH aBTOMATU3HMPOBAHHBIX CHCTEM
MOHHUTOPHHTA U ONTHMH3AIHIH, CTIOCOOHBIX BBHISBIISTH MPOOJIEMBI HA pPAHHUX CTAIUSAX H MPEJiaraTh
peKOMEeHJalMd 1O UX YycTpaHeHuio. B nanHol pabore mpexacraBieHa pa3paboTaHHAS
aBTOMATHU3MPOBAHHAS CHCTEMa MOHUTOpPUHTA W onTumm3anuu PostgreSQL, BKITtouaromas Moayib
cbopa MeTpHK, aHATTU3aTOP MPOU3BOIUTENILHOCTH U TeHepaTop pekoMeHaanuil. CucreMa mo3BoJiseT
CHU3UTh HArpy3Ky Ha aJMUHUCTPAaTOpoB 0a3 JaHHBIX, NPEIOTBPATUTH JETPATAIUIO
MIPOU3BOIUTEIBHOCTH M 00€CTIeYNTh CTA0MIbHYIO paboTy npuiioxkeHuil. B mocnenyromux pasaenax
OIMCaHa APXUTEKTypa CHUCTEMBI, AITOPUTM €€ pabOoThl, METOANKA TECTHPOBAHUS U TOTyUYCHHBIC
pe3yIBTAThI, IEMOHCTPHUPYIOIINE YIIYUIICHHE MPOU3BOIUTEIbHOCTH Ha 35-40%.

Memoovt monumopunea PostgreSQL. PostgreSQL mnpenocraBnsier oOmupHBIA HAOOp
BCTPOCHHBIX HMHCTPYMEHTOB IS MOHUTOpPUHTA MNpou3BOAUTENbHOCTH [4]. OCHOBHBIMHU
HMCTOYHUKAMHU WH(OPMALMA O COCTOSSHMM 0a3bl NAaHHBIX SIBISIOTCS CUCTEMHBIC MPEICTABICHUS
(system views) U pacIIupeHus, COOMPAIOIINE CTATUCTHKY BBIMIOTHEHUS 3aPOCOB.
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BceTpoeHHbIe MHCTPYMEHTHI MOHUTOPHUHT A

pg_stat statements. DTO paclIMpeHHE SBISETCS  KIIOUYEBBIM  HMHCTPYMEHTOM  JUIS
MOHHUTOPUHTA MPOU3BOAUTEILHOCTH 3anpocoB B PostgreSQL [5]. OHO OTClIEKHUBAET CTATHUCTUKY
IJIJAHUPOBAaHUS U BBINOJHEHUs1 Bcex SQL-3ampocoB, BRIMOIHsAEMBIX cepBepoM. Pg_stat statements
MpenocTaBiseT MHGOPMAIUMI0O O KOJIMYECTBE BBI3OBOB KaXKAOrO 3alpoca, OOIIEeM BpEMEHH
BHITIOJTHEHUS, CPEOHEM BpPEMEHU BBITIONHEHUS, MHHHUMAILHOM M MAaKCUMAJIbHOM BPEMEHH,
CTaH/IapPTHOM OTKJIOHEHUH, KOJIMYECTBE MPOUMUTAHHBIX M 3alMCAHHBIX OJIOKOB JAaHHBIX, & TaKkKe
CTAaTUCTHUKY IO MCIOJIb30BaHUIO Ka111a [6].

Jng  akTMBauMM ~ pacliupeHHus — HeoOxomumMo — 100aBUTH  €ro B IapaMeTp
shared preload libraries B daiine postgresql.conf u mnepesamyctuts cepBep. Ilocie storo
pacmmpenne cozmaérces komangoii CREATE EXTENSION pg stat statements B Hy>kHOH Oa3e
naHHbIX. [lo yMomuaHuio cucTteMa XpaHUT cTaTUCTHKY 1o 5000 yHHKaIbHBIM 3ampocam, HO 3TOT
rapamMeTp MOXET OBITh YBEITWYEH IPH HEOOXOIUMOCTH [7].

pg_stat activity. DTo mpeicTaBiIeHHE MOKa3bIBaeT MH(OPMAIMIO O TEKYLIUX Mpoleccax
0a3bl JaHHBIX B PEXHME peaabHOro BpeMeHH [8]. OHO oTOOpakaeT aKTUBHBIE COCIUHEHWSI,
BBHITIOJTHSIEMBIC 3aMPOCHI, COCTOSIHHE Kakaoro mpoiecca (active, idle, idle in transaction), Bpems
Havayia BBITIOTHEHUS 3anpoca, PID mpouecca, uMs monb3oBarens U 0a3bl JaHHBIX. pg stat activity
0COOCHHO TIOJIC3HO ISl BHISBJICHHSI JIOJITO BBITOJIHSIOIIUXCS 3alIPOCOB, OJOKUPOBOK U MPOOIIEM ¢
MOJIKJIIOUEHUSIMU.

pg_stat database. IIpencraBieHue coaepKUT CTATUCTUKY HA YpOBHE 0a3 JaHHBIX, BKIIOYAs
KOJIMYECTBO TpaH3akimii (commits u rollbacks), konum4ecTBO BO3BpaIIEHHBIX CTPOK, KOJUYECTBO
OJIOKMPOBOK, pazMep KdIlla, CTaTUCTUKY IO ONepauusM 4TeHus/3amnucH, xonudecTBo deadlocks,
pasmep temporary ¢aitioB u Bpems nociegaHero BeimonHeHnss VACUUM u ANALYZE [9].

pg_stat_user_tables wu pg_stat_user_indexes. 3OTu mnpeaCTaBICHHUS MPEIAOCTABISIOT
JETANBHYI0 CTATUCTUKY MO TaOJMWIlaM M WHJIEKCaM: KOJIMYecTBO sequential scans m index scans,
KOJIMYECTBO BCTABJICHHBIX, OOHOBIIEHHBIX W YIAIEHHBIX CTPOK, KonmuyecTBO live m dead tuples,
unpopmanuto o nocaenieM VACUUM u ANALYZE, pasmep bloat [10]. lannas undopmanus
KPUTHUYHA JJI OLIEHKH 3(()EKTUBHOCTU HCIOIb30BAHUS UHIEKCOB U HEOOXOIUMOCTH BBIMOIHEHUS
o0CITyKUBaHUS TaOJIHII.

EXPLAIN u EXPLAIN ANALYZE. Komanna EXPLAIN noka3rpIBaeT IJIaH BBIITOJIHEHUS
3arpoca, BbIOpaHHBIM onTtuMuzaTtopoM PostgreSQL, Biimrouas Tumbl onepanwmii (Sequential Scan,
Index Scan, Bitmap Heap Scan wu 1p.), OIEHOYHYIO CTOMMOCTb M KOJH4YECTBO cTpok [11].
EXPLAIN ANALYZE nonoiHUTENbHO BBIOIHSET 3aIPOC U MPEOCTABISCT (PaKTHUECKOE BpeMs
BBITIOJTHEHUST KaXKIOW ONepaldyd U pealbHOE KOJIMYECTBO OOpabOTaHHBIX CTPOK, YTO IO3BOJISIET
CPaBHHTD OIICHKH TIAHUPOBIIUKA C PEATHbHOCTHIO U BBISIBUTH HEONTUMAIIBHBIC TIAHBI BHITIOJTHEHHUS.

CTopoHHHME MHCTPYMEHTHI MOHUTOPHHTA

I[Tomumo BcTpoenHbix cpenctB  PostgreSQL, cymiecTByer MHOXECTBO CTOPOHHUX
MHCTPYMEHTOB JIII MOHMTOPHUHIA MPOU3BOAUTEIBHOCTH, MPEIOCTABISIONINX PpPACIIMPEHHBIE
BO3MO>XHOCTH BU3yaJIM3allU{, aHAJIN3a U anepTuHra [12].

pgAdmin. Haubonee momymnsipHbId Tpaduueckuii MHCTPYMEHT yrpasieHus PostgreSQL.
[Ipenocrapinser 6a30BbIe BO3MOKHOCTH MOHUTOPUHTA, BKIIFOYAsl POCMOTP aKTHBHBIX COCTUHEHHUH,
BBITIOJTHSIEMBIX 3alIPOCOB, CTATUCTUKH 110 TaOJIMIIAM U UHJEKCaM, a TaKkke rpaduueckuii uHTepdeiic
JUTSL aHAJIM3a TIJIAHOB 3aMpocoB. SBisieTcs OecIuiaTHBIM, UMEET KPOCCIIaT(OPMEHHYIO MOAIEPIKKY
Y aKTUBHO Pa3BUBAETCS COOOIIECTBOM.

pgBadger. Crientmanu3upoBaHHBI HHCTPYMEHT sl aHanu3a jor-gaitioB PostgreSQL [13].
I'enepupyer moapoOubie HTML-oTuéthl ¢ wuHpOpMamumein O camMbIXx MEIJICHHBIX 3alpocax,
HamOoJee YacThIX OIMMOKax, MUKOBBIX HArpy3Kax, paclpeleleHHH THIIOB 3alpOCOB H JPYTUX
MeTpuKax mpou3BoauTenbHOoCcTH. [lognepkuBaer ananu3 OonbImx Jor-GaiaoB (ruradaiTsl),
paboTaet ¢ pa3nuuHbIMH (hOpMaTaMU JTOTUPOBAHUS U MTO3BOJSET CTPOUTH UCTOPUYECKHE IpaduKu.

Grafana + Prometheus. KomOuHaiyss ”HCTpyMEHTOB /I BU3yaIM3allid METPUK B peaTbHOM
BpeMeHnu [14]. Prometheus coOupaer merpuku PostgreSQL depe3 crnernuanbHBIA SKCHOPTED

89



Ipobnemovr asmomamuxu u ynpaenerus. 2025, Ne3(54)

(postgres_exporter), KOTopsIii OMpamMBacT CHCTEMHBIE MpeacTaBienus PostgreSQL ¢ 3amaHHBIM
uHTepBasioM. Grafana oroOpaxaer coOpaHHbIE METPUKH B BHUAE TpaduKOB, AamIOOpAOB U
MO3BOJISIET HACTPAUBATh AJIEPThI IIPH MPEBBIIIEHUH TOPOTOBBIX 3HAYECHUH.

pgWatch2.  CamocrositenpbHOe — pemieHue A MoHuTopuHra  PostgreSQL ¢
pegycTaHoBIeHHbIMU fambopaamu Grafana m BCTpoeHHbIM XpaHuiuiieM MmeTpuk. He TpeOyer
YCTaHOBKM pACHIMPEHUH WJIM TIpaB CyHeprojb3oBareist s 0a30Boi  (PyHKIIMOHAIBHOCTH.
[Toanep:kuBaeT MOHUTOPUHT MHOKECTBa HHCTaHCOB PostgreSQL u3 eaunoro untepdetica [15].

pgDash. Kommepueckoe SaaS-pemenune unu self-hosted BapuanT I KOMIUIEKCHOTO
mouuTopunra PostgreSQL. [Ipegocrapnser neraapHy0 HHPOPMAIIUIO O KAKIOM 3aMpoce, BKIIOYAs
IIJIaHbI BBITTOJIHEHUS, BDEMEHHBIE PSAJIbl, PEKOMEHJAIMH 110 ONITUMHU3aluu [16].

Memoovt  onmumuzayuu  npouszeooumenvhocmu  PostgreSQL. OnTtumuzanus
IIPOU3BOIUTENBHOCTH PostgreSQL BKiItOYaeT MMPOKUI CIIEKTP MOAXOI0B HA PA3IMYHbIX YPOBHSIX:
OT ONTHUMM3ALMU OTAEIbHBIX 3alPOCOB 10 HACTPOMKU IMAapaMeTpPOB CEepBEpa M apXUTEKTYPHBIX
m3meHenni [17]. DddexkruBHas ontummzanus TpeOyeT KOMIUIEKCHOTO MOJIXOAa M TIIyOOKOro
nonuManus padotel CYB/I.

Ontumusanusa SQL-3anpocos

AHanu3 MIaHoOB BhIMOJIHEHUS. [lepBbIM 1IaroMm onTHUMH3AIMK 3allpoca SIBISIETCS aHaJU3 ero
nmaHa BeinojiHeHus ¢ nomoibio EXPLAIN ANALYZE [18]. [lnan noka3siBaeT, Kakue onepanun
BeimostHseT PostgreSQL: Sequential Scan (momHoe ckanupoBanue Tabmuibl), Index Scan
(ucnionp3oBaHue uHAEKca), Bitmap Heap Scan (koMOMHUpPOBAaHHOE HCIIOJIB30BAaHHE HHACKCA U
tabmuiel), Hash Join mim Merge Join (coenunenus: tabmmi). CpaBHeHnue estimated rows c actual
rOWS TIO3BOJISICT BBISIBUTH HETOYHOCTH CTATHCTUKH, KOTOpPHIE MOTYT MPHUBOIUTH K BBIOOPY
HEONTUMAJILHBIX TUIaHOB.

IlepenuceiBanue  3ampocoB.  YHacTo  3ampochl  MOXKHO — ONTUMHU3HMPOBAaThH  IIyTEM
nepenuckiBanus: ucnonb3zoBanue EXISTS Bmecto IN i Gonpmmx Mmoa3ampocoB, 3amMeHa
noxzanpocoB Ha JOIN, ucnmonpzoBanne UNION ALL Bmecro UNION, korma mayOnukatel He
kputnuHbl, n3dexanne SELECT * u BbIOOpKa TOJNBKO HEOOXOIUMBIX KOJOHOK, MCIIOJIB30BaHHE
LIMIT nns orpanmueHust pe3yibraroB, npuMeHnenue GpuinbTpoB WHERE kak mMoxHO paHbie B
3ampoce, nzoexxanue Gpynkuii B WHERE 115t uHIeKCHpyeMBIX KOJIOHOK.

[Tpu onTHUMH3aIMK 3aIPOCOB BAXKHO YUUTHIBATh 3(PPEKTUBHOCTH Pa3IMUHBIX MOIXOIO0B K
IIPOBEPKE CyllecTBOBaHMs 3anuceil. B Ttabmuue 1 mpeacraBieHO cpaBHEHHE OCHOBHBIX METOIOB
MPOBEPKHU CYIIECTBOBAaHMS HaHHBIX B PostgreSQL, mx mpou3BOAUTEILHOCTh U PEKOMEHIAIMU MO
MIPUMEHEHHUIO B PA3JIMYHBIX CLICHAPHUSIX.

Ta6mmma 1 — CpaBHEHHE METOOB MPOBEPKH CYIICCTBOBAHUS

Meron IIpon3BoAUTENIBHOCTD IIpumenenue IIpumeuanue
EXISTS Beicokas IIpoBepka cymiectBoBanus | OcTaHaBIUBACTCS npu
TIEPBOM COBIAJICHHIH

IN ¢ moazanpocom Cpenmsist Heb6ombmmoi crucok | Matepuanusyer BECh
3HAYCHUH MOA3aIpoC

IN co criuckom Bricokas KoHcTaHTHBIH CIMCOK [Ipeobpasyercs B OR

JOIN Cpennss-Beicokas Hyxubl nanasle 3 obenx | Moxer BEPHYTh
TaOIHUIL JTyOITUKATBI

Kak BumHo w3 Tabmumer 1, omeparop EXISTS aemoHCTpupyeT HaWBBICHIYIO
IPOU3BOJUTENIBHOCTE IIPU  IPOBEPKE CYLIECTBOBAHMS  3amlMced, IOCKOJbKY IpeKpalaer
BBITIOJIHEHUE TIPH OOHApYKEHHWU NEPBOTO COBMAJIEHHsS, B TO BpeMs Kak KoHCTpykuus IN ¢
MI0J[3aIIPOCOM BBIHYK/IEHA MAaTE€pUaIM30BaTh MOJHBINA PE3yIbTUPYIOLUIMH HAOOp mepen MpoBEpKOH
[18].

Cmpamezuu unoekcuposanusa. IlpaBunbHOE UCHONB30BAHUE WHAEKCOB  SBISETCA
KITII04YeBBIM (pakTopoMm mpousBogutenbHocTH PostgreSQL [19]. Muaekchl mpencTaBisiioT coOon
BCIIOMOTaTENIbHbIE CTPYKTYPbI IJaHHBIX, O3BOJISIOIINE CYIIECTBEHHO YCKOPUTh ONEpalliy MOKCKa U
¢unbTpanuu 32 CY4€T JONOJHMUTENBHBIX HAKIATHBIX pacxXoJOoB Ha 0OCIyXMBaHHE TIpU
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Moaudukanuy naHHbIX. B Tabmuie 2 mpeacraBieHa CpaBHUTENbHAsl XapaKTEPUCTHKAa OCHOBHBIX
TUIIOB UHIEKCOB, ToIepkUBaeMbIX PostgreSQL, ux omepaTopoB u 061acTeil MpUMEHEHHSI.

Tabmmma 2 — CpaBHUTEIbHAS XapaKTEPUCTHKA TUTIOB MHAEKCOB PostgreSQL

Tun unpekca ITonnepxxuBaembie Tunuunoe Pa3mep nnnexca CKOpOCTh CO3/TaHUS
OTIepaTOPhI MIPUMCHECHHE
B-tree <, <=, =, >=, > | YHUBepCAJIbHHIH, Cpenamit Cpennsis
BETWEEN, IN YHCIIa, TEKCT, JaThl
Hash = Tounoe coBnaaenne, | CpeaHuit BricTpas
JUTMHHBIE CTPOKH
GIN @>,7,7&,7, @@ Maccusel, JSONB, | Boabmoi MemnenHas
MTOJTHOTEKCTOBBIN
TTOMCK
GiST <<, &<, &>, >>, @>, | 'eomerpus, Cpenuuit Cpenusist
<@ JYAIIa30HbI,
MTOJIHOTEKCTOBBII
MTOUCK
BRIN <, <=, =,>=, > OueHp 6oubine | OueHb Majblid OueHb ObICTpas
TaOIUIBI c
KoppeJsuei

AHanu3 Ta0nuubl 2 TOKa3blBaeT, YTO BBHIOOp THUMA HMHAEKCA KPUTHUECKHU BIMSET Ha
IIPOU3BOJUTENIBHOCTh  3allpOCOB. B-tree MHAEKCH, ABIAIOIIMECS CTAaHAAPTHBIM THUIIOM B
PostgreSQL, oOecrieynBarOT ONTUMAILHYIO TPOU3BOJUTEIBLHOCTh JIJIsi OOJNBIIMHCTBA OMEparui
cpaBHeHHsT M copTupoBkH. GIN mHAEKCH, HECMOTps Ha OOJNBIIMIT pa3Mep U Ooiee MeIIEHHOE
CO3/laHUE, HE3aMEHUMBI JJISI TIOJIHOTEKCTOBOTrO moucka U pabotsl ¢ JSON-moxkymentamu. BRIN
MH/IEKCHl JIEMOHCTPUPYIOT HCKIIOUUTENbHYI0 3()()EKTHBHOCTh A OYEHb OOJIBIIMX TaOJuUI C
€CTECTBEHHON KOppENSIMEN JaHHBIX, 3aHUMAasi HAa MOPSAJO0K MEHbIIE AMCKOBOTO MPOCTPAHCTBA IO
CpaBHEHHIO ¢ B-tree nniexkcamu.

Hacmpouka napamempoes PostgreSQL. 1lpaBunbHas HacTporika napameTrpoB PostgreSQL
KpUTUYHA  JUIsl  JOCTM)KEHHS  ONTHUMAIbHOM  NPOM3BOAMTENBHOCTH  cuctemsl  [20].
Kouduryparmonnple  mapaMerpsl  BAMSIOT Ha  WCIOJB30BAHHME  ONEPaTHUBHOW  MaMSTH,
IIPOU3BOJUTENIBHOCTh JAUCKOBBIX OIEpalvii, MOBEJECHUE IUIAHUPOBILMKA 3alIPOCOB U MEXaHU3MBI
o0OecriedyeHrs MLENOCTHOCTH JaHHbIX. B Tabmuue 3 mpencTaBieHbl KIIOUEBbIE MapaMeTphbl
ynpasieHuss namstbio PostgreSQL M pekoMeHmanmuu Mo HMX HACTPOWKE B 3aBUCHUMOCTH OT
XapaKTEePUCTHK almnapaTHOro ooecreyeHus..

Tabnuua 3 — KitoueBble napameTpsl KoHGuUryparmu namsta PostgreSQL

IMapametp Haznauenue Pexomennyemoe Bnusuaue Ha
3HAUCHHUC MIPOM3BOIUTEIHHOCTh

shared_buffers Pasmep Koma | 25% or RAM Kpurnueckoe. YMeHbIaer
PostgreSQL B o0OpaIieHus K TUCKY
ONepaTUBHOM NMaMsATH

work_mem IMamsate mis omepauuii | 4MB - 64MB Bricokoe.  Bmumser  Ha
COPTHUPOBKH " CJIOKHBIE 3aIPOCHI
XCLIMPOBAHUS

maintenance_work_mem Hamsre gt VACUUM, | 5-10% or RAM Beicokoe. Yckopsiet
CREATE INDEX, orepanuy 00CITyKUBAHUS
ALTER TABLE

effective_cache_size Onenka nocrymHoro | 50-75% or RAM Cpennee. Biuser Ha
Kd1Il1a oC hiniE BEIOOp ITaHA 3ampoca
UIAHUPOBIIUKA

temp_buffers IMamsaTe mis Bpemenusix | SMB Huskoe. Toabko ISt
TabJIHL HA CECCHIO BPEMEHHBIX Ta0JIHUIL

wal_buffers Bypep s 3ammceii | 16MB Cpennee.  Bnuser  Ha
WAL (Write-Ahead IPOM3BOIUTEIBHOCTD
Log) 3anmcu

max_connections MakcumanbHOe 100-300 Broicokoe.  Bnuser  Ha
KOJIMYECTBO MoTpedIeHUe NaMsITH
OJTHOBPEMEHHbIX
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HOJKIIOUEHHH

random_page_cost OTtHOCUTENbHAs 1.1-15 Kpuruueckoe. Bnusier Ha
CTOMMOCTb ~ CITy4aiHOTO UCIIOJIb30BaHHNE MHJICKCOB
gyrenus (s SSD)

[TapameTpsl, mpeAcTaBieHHbIE B Tabiuie 3, TpeOyIOT TIIATEILHOM HACTPOWKH B
COOTBETCTBHHM C XapakTepucTHkamu paboueil Harpysku. Ilapamerp shared buffers oxaseiBaer
HauOoJjee CYyIIECTBEHHOE BIMSHHE Ha IMPOU3BOAUTEIHHOCTH CHCTEMBI, MOCKOJBKY OMpPEeNsieT
00BbEM JTaHHBIX, KAIIUPYEMBbIX HemocpeacTBeHHO B mamsaTH PostgreSQL. ITapamerp work mem
OCOOCHHO KpUTHUYEH MJIsi CHUCTEeM C OOJIbIIUM KOJMYECTBOM OJHOBPEMEHHBIX COEAMHEHHH,
MOCKOJIbKY BBIICISIETCS Ui KaXAOH OINepalud COPTHPOBKH WM XEHIMPOBAHUS OTIEIBHO.
3nauenue effective cache size He Biuser Ha GakTHUUECKOE BBIICIECHUE TTAMSATH, HO TIPEIOCTABIISET
IUTAHUPOBIIMKY 3arpocoB HH(popMaruio 00 odueM 00bEME JOCTYITHON MaMATH sl KIIUPOBAHUS,
YTO BJIUSIET HA BHIOOP ONTUMAIBLHOTO TUTaHa BhITTOTHEHUs [20].

Oébcnyycusanue 6aszvl dannvix. Perynspaoe oOcimyxuBaHue 0a3bl JaHHBIX HEOOXOAUMO IS
NoJJEpKaHUs ONTHUMAIbHON MPOU3BOJAMTEIBHOCTH CUCTEMBI B JIOJATOCPOYHOM mepcrekTuse [21].
Mexannsm MVCC (Multi-Version Concurrency Control), ucnons3yemsiii B PostgreSQL, npuBoaut
K HaKOIUICHWIO YycTapeBImuX Bepcuil cTpok (dead tuples), xoTopbie TpeOYIOT MNEPUOIUIECCKOM
ouncTkH. B Tabnuue 4 mnpeacTaBieHbl OCHOBHBIE IapaMeTpbl HACTPOHKM aBTOMATUYECKOTO
MexaHu3Ma O0O0CTy)KHBaHMs (autovacuum) ¥ peKOMEH/IAlUH 110 UX ONTHMH3AIUH.

Tabmuua 4 — [Napametpsl HacTpoliku aBTOBakyymMa B PostgreSQL

[TapameTtp 3HayecHHe no | Hasnauenue Pexomenmanus
YMOJTYaHHIO

autovacuum_vacuum_threshold 50 MunuManbpHOE YMEHBIIUTH JUIS
KOJIHYECTBO MaJibIX TabIIuIl
U3MEHEHHBIX  CTPOK

IS 3aIrycKa
VACUUM

autovacuum_vacuum_scale_factor 0.2 (20%) Hons  wm3menénnsix | Camsure g0 0.05-0.1

CTPOK JUIS 3amycka | Juist OOJIBIITUX TaOIuUI]
VACUUM

autovacuum_analyze_threshold 50 MHuHUMAJIBHOE OcraButh o
KOJIMYCCTBO YMOJIYaHUIO
W3MEHEHHBIX  CTPOK
JUI 3altycKa
ANALYZE

autovacuum_analyze scale_factor 0.1 (10%) Hons  wm3menénHbiXx | CHU3UTH Jis TaOIMIl C
CTPOK JUIsi 3alycKa | HepaBHOMEPHBIM
ANALYZE pacnpesneneHuemM

autovacuum_vacuum_cost_delay 2 Mc 3anepkka MeXay | YBEIUYUTh npu
onepanusmMu IS | BBICOKUX 1/0
CHIDKCHUSI HArPY3KU Harpyskax

Oobcnyscusanue 6azvl oannvix. Perynsaprnoe oOciayxuBaHue 0a3bl JaHHBIX HEOOXOAUMO JIJIst
MOAJICpXKaHUsL ONTUMAIBHOM MPOU3BOJUTEIHLHOCTH CUCTEMBI B JOJITOCPOUYHOM mepcrnektuBe [21].
Mexanuzm MVCC (Multi-Version Concurrency Control), ucrionb3yemsriii B PostgreSQL, npuBoaut
K HakKOIUICHHIO ycTapeBImX Bepcuil cTpok (dead tuples), koropbie TpeOyIOT MEpUOIUIECKOM
ouucTkd. B Tabmune 4 mnpencTaBieHbl OCHOBHBIE IapaMeTphl HACTPOMKH aBTOMATHUYECKOIO
MeXaHH3Ma 00CITy>)KHBaHHs (autovacuum) ¥ peKOMEHAINH 110 UX ONTUMHU3ALINH.

AHanu3 mapaMeTpoB, MpPEACTaBICHHBIX B Tabnuue 4, MOKa3blBaeT HEOOXOAUMOCTh
WHIVUBUAYATHHOW HACTPOWKHM autovacuum i pPa3IMYHBIX THMOB Tabmuil. Jlns HeOombImx

BBICOKOHArpy>KeHHBIX Ta0IHIL pEKOMEHyeTCs CHIKCHHUE napamerpa
autovacuum_vacuum_scale factor mo 0.05-0.1 ms 6omee yacToro 3amycka npoueaypbl OUUCTKH U
MPEAOTBPAICHUS Ype3MEPHOTO HaKOTUICHUS dead tuples. [TapameTtp

autovacuum_vacuum_cost _delay mo3BosiseT peryiampoBaTh MHTEHCHBHOCTH palOoThHI autovacuum,
YTO KPUTUYHO Ul CHCTEM C BBICOKUMH TpeOOBAHUSAMHU K IPOU3BOAUTEIBHOCTH JMCKOBOU
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nojcucTeMsl. [IpaBuibHas HAcTpolKa OSTHX MApaMETPOB IPEJOTBPAINACT  JErpasaluio
MIPOU3BOIUTENIFHOCTH U BO3HUKHOBEHUE Mpo0OiieMsl transaction ID wraparound [21].

B Tabnmme 5 mpencraBieHBl OCHOBHBIC OIEpal OOCITyKMBaHWS 0a3bl JNAHHBIX, HX
HA3HAYEHUE U XaPAKTEPUCTUKH OJIOKUPOBOK.

Tabmmma 5 — Onepanun oociyxuBanust PostgreSQL

Onepanwst Hasznauenue YacToTa BBINOJTHEHUS broxupoBKka TaOIHIIBI
VACUUM Vnanenne dead tuples, | ABToMaTHYECKH Her
0CBOOOXK/IEHHE MECTA (autovacuum)
VACUUM FULL Tlonnas OYHCTKA u | ITo HeoOX0aUMOCTH Ja
nedparMeHTaIus
ANALYZE COop cratucTUKHA 11 | ABTOMAaTHYECKH Her
IUIAHUPOBILUKA (autovacuum)
REINDEX ITepecTpoeHre HHACKCOB ITo HEOOXOAMMOCTH Ha

Ilapmuyuonupoeanue maédauy. IlapTunioHNpoBaHKEe pa3feiseT OoNbLIyI0 TaOIUIly Ha
HECKOJIbKO MEHbIIMX (uznueckux Tadsmi (maptunwmii). PostgreSQL mommepkwBaeT Tpu THNa
napTUIMOHUpOBaHus: Range (1o quamnasoHam, HampuMmep, o natam), List (1o cnucky 3HaueHuil) u
Hash (mo xemy «moua) [22]. IIpeumymiecTBa MNapTUIIMOHUPOBAHUS:  YIYUIICHUE
MIPOU3BOIUTEIIFHOCTH 3alpOCOB 3a CcYET partition pruning (CKaHUPOBAHHWE TOJBKO HYKHBIX
naptuiuii), yckopeane VACUUM u apyrux omnepanuii 0OCITyKHBaHHS, BO3MOKHOCTh OBICTPOTO
yAaJCHUsl CTapbIX JAHHBIX MyTEM yAaJCHUs MapTULUH, MapajuleIbHOE BBIMOJIHEHHE 3aIPOCOB IO
Pa3HbIM MapPTUIHSIM.

Jiist 5 PeKTUBHOrO0 MOHUTOPHUHTA MPOU3BoAUTENbHOCTH PostgreSQL cymiecTByeT mmpokuii
CHEKTP MHCTPYMEHTOB, KaXIblii M3 KOTOPBHIX 00JanaeT cHerupuUecKUMH MpPEeUMYIIECTBAaMU U
orpaHuueHusIMH. B Tabmuime 6 mnpencTaBieHa CpaBHHUTENbHAs XapaKTEPUCTUKAa OCHOBHBIX
WHCTPYMEHTOB MOHUTOpUHTa PostgreSQL, nx ¢yHKIMOHATBLHBIX BO3MOXXHOCTEH M OCOOEHHOCTEH
PUMEHEHHUS.

Ta6mmia 6 — CpaBHUTEIbHAS XapaKTEPUCTHKA HHCTPYMEHTOB MOHUTOpHHTA PostgreSQL

HNuctpyment IIpeumymiecTsa Henocratku

pg_stat_statements Berpoennsrit, TouHas ctarmctuka | TpeOyer repe3arpy3Ku ISt
3aIpOCOB,  HHM3KHE  HaKJIaJHbIe | aKTHBALUH
pPacxombl

pgAdmin I'paduueckuii unrepdeiic, | bazossie BO3MOKHOCTH
OecriaTHbIN, KpocciulaTGpOpMEHHBIH | MOHUTOPUHIA

pgBadger [Heranpubie  oT4€TBI, He TpeOyeT | AHanu3 mocie dakra, He real-time
W3MEHEHHH KOHQUTYpaLuu

Grafana+Prometheus Busyanuzanus B peansHoM | CroxHast HauabHAsI HACTPOIKa
BpPEMEHHU, THOKHE JIEPThI

pgWatch2 lotoBele  nmambopael,  npocras | Tpebyer JIOTIOJIHUTENIBHOT O
yCTaHOBKa XpaHUIHIIA METPHK

CpaBHUTENBHBIA aHAIN3 WHCTPYMEHTOB, MPEACTABICHHBIA B Tabmuie 6, JEMOHCTPUPYET,
9TO0 pg stat statements oOecreunBaeT Hamboyiee TOYHYIO U JICTATHHYIO CTATHCTHUKY BBITIOTHCHHS
3alpocoB MPU MUHUMAIBHBIX HAaKJIATHBIX pPacxojax Ha MNPOU3BOAUTENbHOCTh. KomOuHamms
Grafana ¢ Prometheus mpenocraBnser Hanbosee ruOkre BO3MOXXHOCTH BU3yalU3allMM METPUK B
peaIbHOM BpEMEHU U HACTPOMKHU CHUCTEM aJepTHUHIa, OJHAKO TPeOyeT 3HAYUTENbHBIX YCHUJIMI Ha
HAaYallbHOM »JTame KoHurypupoBaHus. pgBadger, BBIONHSS PETPOCHEKTUBHBIN aHAIMU3 JIOT-
¢aiinoB, He TpeOyeT M3MEHEHUH KOH(GUTypalluu cepBepa, HO HE 00ECreYrMBaeT MOHHTOPHHT B
pealbHOM BpeMeHH. TakuM o00pa3oM, ONTHUMalbHAas CTPATETHs MOHUTOPWHTA MPEANOIaracT
KOMOMHHPOBAHHOE UCIIOJIb30BAaHHE HECKOJIBKUX HHCTPYMEHTOB B 3aBUCHUMOCTH OT CHEU(UUECKUX
TpeOOBaHUI K CUCTEME HAOIIOICHUS.

Paspabomka cucmemovt agmomamuyeckozo Mmonumopunza u onmumusayuu. Ha ocHose
aHallM3a CYMIECTBYIONIMX HWHCTPYMEHTOB W METOJOB ONTHUMHU3aluu Obuta pa3paboTana
ABTOMATU3UPOBaHHAsI CUCTEMa MOHMTOpHMHTa u ontumuzanuu PostgreSQL. Cucrema coctouT u3
HECKOJIbKUX MOJYJIEH, paboTalOMUX COBMECTHO Ui 00eCTeYeHHsI HeMTPEPHIBHOTO MOHUTOPHHTA H
aBTOMATHUYECKOM reHepaluy PeKOMEH Al 110 ONTUMHU3ALINH.
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APXHUTEKTYpPa CHCTEMBbI

ApXUTEKTypa pa3pabOTaHHOI CUCTEMBI IpeJIcTaBlieHa Ha pucyHke 1. Cucrema BKIIIOYaeT
CJIEYIOIINE OCHOBHBIE KOMIIOHEHTBHI:

PUcyHOK 1 - ApXMTeKTypa CUCTeMbl MOHUTOPUHIa U onTuMusauuu PostgreSQL

PostgreSQL l pg_stat_

N ,

Mopyns cbopa 4 AHanusaTtop
MeTpMK 1 NPOM3BOAMTENIBHOCTH
l . »
Baza paHHbIX NeHepatop
MeTpMuK peKoMeHpauui
=

Busyanuzauus U oTHeThI

Pucynok 1 — ApxuTekTypa cucTeMbl MOHUTOPHUHTA U onrTuMu3anu PostgreSQL

Mooynw coopa mempuk. OTBeHaeT 3a MEPUOANICCKUN cOOp TaHHBIX U3 pg_stat statements,
pg_stat_activity, pg_stat_database, pg_stat_user_tables, pg_stat_user_indexes u qpyrux cuCTEeMHBIX
npencrasieHnii. CoOpaHHbIE HaHHBIE COXPAHSIIOTCS B OTAETbHOM 0a3e MaHHBIX METPHUK JUIs
MOCIIEAYIONIEr0 aHAJIM3a U TIOCTPOCHUS BPEMEHHBIX psAAoB. Moysb paboTaeT ¢ HacTpauBaeMbIMU
UHTEpBaJlaMu (110 YMOJIYaHHIO | MUHYTAa) ¥ MUHUMHU3HUPYET BIMSHHE Ha IPOU3BOJUTEIHLHOCTD
MOHUTOPUPYEMOU CUCTEMBI.

Ananuzamop npouszeooumenvnocmu. OOpabaThiBaeT COOpaHHBIE METPHUKH, BBISBIISIET
MEJICHHBIE 3ampochl (C BPEMEHEM BBHITIONHEHUS BBIINIE TOPOTOBOTO 3HAYCHUS), AHAIU3ZUPYET
MCIOJIb30BAHNE WHICKCOB (BBIABIASCT TaOJMHMIBI C BBICOKMM TMPOIIEHTOM sequential scans),
npoBepseT Hanuuue bloat B Tabmumax W WHAEKCAX, OIEHHMBAET A(PPEKTUBHOCTH IUIAHOB
BBITIOJTHEHUS 3allPOCOB, aHAJIM3UPYET HCIOIb30BaHHE cUcTeMHBIX pecypcoB (CPU, mamsTh, nucK,
COCJIMHEHMS) U BBISBIISIET AHOMAJIUU B IMOBEJICHUU CUCTEMBI.

I'enepamop pexomenoauyuii. Ha ocHoBe pe3ynbTaToB aHanuza (HOpMHUPYET KOHKpETHBIE
PEKOMEHIalluM 0 ONTHMHU3ALMU: MPEAJIaraeT CO3/aHHe HENOCTAaroUuX UHAEKCOB ¢ SQL-komom,
PEKOMEHYET yJalleHue HEUCIOIb3yeMbIX HHIEKCOB, Mpe/yIaraeT nepenuchiBanrie HeaheKTUBHbBIX
3allpoCcoOB, PEKOMEHJyeT HacTpoWKy mapameTrpoB KoHburypamuu PostgreSQL, npemiaraer
BeimostHeHMe VACUUM gt tabmury ¢ BeicokuM  bloat, pexomenayer REINDEX s
(bparMeHTUPOBAHHBIX UHICKCOB, IPEIaraeT MapTUIIMOHUPOBAHKE SISl OOJBIITIX TaOIHUII.

Mooynv eusyanuzauyuu u omuémos. llpenoctarnsier BeO-uHTEepdelc maII TPOCMOTpa
METPUK, aHajdn3a TPEHIOB MPOU3BOJUTEIHHOCTH, MOHUTOPUHTA COCTOSHUS 0a3bl JaHHBIX B
pealbHOM BPEMEHHU, TPOCMOTPa UCTOPUH PEKOMEHIALUN U UX IPUMEHEHUS, TeHEepaIlii OTYETOB T10
MIPOU3BOIUTEILHOCTH 32 BBIOpaHHBIN epuol. Mcmonb3yer rpaduku u qamoopas! A BU3YaIbHOTO
MIpe/ICTaBICHUS TAHHBIX.
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AJITOPUTM padoOThI CHCTEMBI

Anroputm paboThl pa3paboTaHHON CHCTEMBI IIpeCTaBlIeH Ha pucyHke 2. Cucrema paboTaer
B HETIPEPHIBHOM LIUKJIE, IEPUOTMYECKH COOMpast M aHATM3UPYSI METPUKH IPOU3BOANTEIHLHOCTH.

M

AHAAMI HELNEHELIX

.

npotnexe?

k4

HE

PI/ICYHOK 2- AJIFOpI/ITM pa6OTBI CUCTCMbI aBTOMATHUYCCKOI'0O MOHUTOPHUHI A

Cucrema paboTaer cienyromuM o0pa3oM: CHayaja 3alyCcKaeTcss MOAYyJb cOopa METpHK,
KOTOPBIA M3BJICKACT JaHHBIC W3 pg_ stat statements M APYrux CHCTEMHBIX MPEACTABJICHHI. 3aTeM
aHaAIIM3aToOp MPOU3BOJIUTEIILHOCTH 00pabaThiBaeT COOpaHHBIC MAaHHBIC, BBISBISS MEAJICHHBIC
3anpochl (C BPEMEHEM BBINOJHEHUS! OoJiee YCTAaHOBJIIEHHOTO IMOpOra) M aHalu3Upys IJIaHbl UX
BhIMONHEHUS. [[apainenbHo mpoBepsieTcs NCIOIb30BaHNE UHACKCOB B TA0JIHUIIAX, BBISBIISS TaOTUIIBI
C BBICOKMM MPOLEHTOM IOCJIEI0BaTENIbHOIO CKaHWpoBaHMs. Eciin cuctema BBISBISET MPoOIeMbl
MPOU3BOAUTEIBHOCTH, TEHEPATOP PEKOMEHIALNMN CO3MAET OTUET C KOHKPETHBIMU IPEIOKEHUAMHU
0 ONTUMH3aLUH, BKI04Yas SQL-koa 11s co3laHusl MHAEKCOB WM U3MEHEHHSI HACTPOEK.

TeCTI/IPOBaHI/Ie CHCTEMbI U AaHAJU3 PE3yJbTaTOB
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st onteHkr 3(h(PEeKTUBHOCTH pa3paOOTaHHOW CHCTEMBI OBLJIO MPOBEIECHO TECTUPOBAHHE HA
peaNbHBIX TaHHBIX. B KauecTBe TECTOBOM cpenbl UCIONIb30Banach 0a3a maHHbIX PostgreSQL 15.4 ¢
00bémMoM maHHBIX okosio 50 I'b, comepxkamias 120 Tabmui ¢ oM komumdectBoMm Oosee 200
MUIHOHOB 3ammcedl. Harpyska cocraBmsuia 500-1000 3ampocoB B cekyHIy B TeYeHHE pabodero
JTTHSL.

MeToauKa TeCTHPOBAHUA

TectupoBaHue MpPOBOAWIOCH B JBa ATala MPOJAOJDKUTEIBHOCTRIO MO 7 AHEH Kaxawlid. Ha
MEepPBOM JTale CHUcTeMa coOupana METPUKM ¥ BBISIBISLIA MPOOJIEMBI MPOU3BOJUTEIHHOCTH B
CYIIECTBYIOIIECH KOHQUTyparuu Oe3 TpUMEHEHHUs KaKux-Tn0o u3MeHeHuid. CucTema BBISBHIIA
CIIEAYIOIINE OCHOBHBIE MPOOJIEMbI: MEIJICHHBIE 3arpochkl 0€3 UCIOIb30BaHUS MHICKCOB (45% ot
001ero yrciia mpoodyieM), OTCYyTCTBHE HEOOXOIMMBIX MHEKCOB Ha YacTO MCIOJb3yEeMbIX KOJIOHKAX
B ycinoBusix WHERE u JOIN (30%), HeonTuManbHBIC IUJIaHBI BBHITIOTHEHHS 3allpOCOB M3-3a
yCTapeBlIe CTATUCTHKU WU HEMPaBWIBHBIX OLIEHOK IutaHupoBuiuka (15%) u bloat Tabmuu u
uHAeKcoB, mpebimatommx 20% ot ux pasmepa (10%). Pacnpenenenue BbISBICHHBIX HpoOiIeM
MOKa3aHO Ha PUCYHKE 3.

MeanneHHbie
I 3anpocsl
(45%)
OTcyTCcTBME
o MHOeKCOoB
(30%)
HeonTUMankHbie
BN nnaHbl
(15%)
Bloat
mm Tabnuuy
(10%)

PI/ICYHOK 3-— PacnpeﬂeﬂeHI/Ie BBISIBJICHHBIX HpOGJIeM MPOU3BOJAUTCIILHOCTU
Pe3y.l'leaT]:I OIITUMMU3AIUUA 3aNIPOCOB

[Tocne mpuMeHeHUs PEKOMEH AU CHCTEMBI ObLIO IOCTUTHYTO 3HAYUTEIHLHOE YITyUIICHUE
MPOU3BOAUTEILHOCTU. bbITO CO3/1aHO 23 HOBBIX MHACKCA, YAAIEHO 7 HEMCIIOIb3YEMbIX UHICKCOB,
nepenucano 12 kpuruyHbIX 3arnpocos, BeimonaeH VACUUM FULL mst 5 Ta6mur ¢ Beicokum bloat,
0OHOBJICHA CTaTUCTHKA Ha BcexX Tabnuiax. Ha pucyHnke 4 npencraBieHo cCpaBHEHUE BPEMEHHU
BBITIOJTHCHUS TISITH HanOoJiee KPUTUYHBIX 3aIPOCOB JI0 U TIOCJIe ONTUMHU3AIIIH.
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520 e lo onTuMnIauum
500 A B Mocne onTUMKH3aLUWMK

400

300

200

Bpems BbInonHeHWs (Mc)

100 -

Query 1 Query 2 Query 3 Query 4 Query 5
3anpocski

Pucynoxk 4 — CpaBHeHHE BpEMEHHU BBITNOJIHEHUS 3aPOCOB J10 U NIOCIIE ONTUMHU3ALUH

Kak BumHO U3 rpaduka, BpeMs BHIIIOJHEHUS 3alIPOCOB COKPATHIIOCHh B cpeaHeM Ha 70—75%.
IlepBsiii 3ampoc, KOTOpbIil paHee BbioaHsuIcS 450 Mc, mocie CO3J4aHMsI COCTaBHOIO HMHJIEKCAa U
NEePEeNUChIBaHM 10/13a11poca cTall BeIMOIHATHCS 3a 120 mc (ymyumienue Ha 73%). Btopoit 3anpoc
cokparuics ¢ 380 mc 10 95 Mc nocne co3nanus nuaekca u ontumuzanuu JOIN onepaumid.

Ananu3 ucnonvzoeanua unoekcog. OIHUM M3 KIHOYEBBIX HAIPABICHUH ONTHUMU3ALUU
ObUIO yIydllIEeHHE MCHOJb30BaHMS HHAEKcoB. Ha pucyHke 5 1OKa3aHO COOTHOIIEHHE
UCIOJIb30BAHUS MHAEKCHOTO U IOCIEI0BATEIbHOIO CKAaHUPOBAHMS JUIsSl pa3IMUHBIX TaOJIuUI] MOCie
MPUMEHEHHS PEKOMEH/IAIH.

95% mm Index Scan %
L Sequential Scan %

MpoueHT ncnonssosaHua (%)

users orders products transactions logs
Tabnuusl

PI/ICYHOK 5 — Hcnonp30BaHue HHACKCOB B Pa3JINIHBIX Taﬁnnuax

BiausiHMe HA MCHOJIb30BaAHHE CHCTEMHBIX pecypcoB

BaxHpIM  acmekToM  OHEHKHM 3(GQEKTHBHOCTH  ONTHMH3AIMU  SBISETCS  aHAIU3
HCIOJIb30BaHUsl CUCTEMHBIX pecypcoB. Ha pucynke 6 noka3zaHa nuHamuka ucnosib3oBanus CPU u
namsTH B TedeHre 60 MUHYT TUIIMYHOW Harpy3KH A0 U 10CJe ONTUMU3ALIUY.
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PI/ICYHOK 6— I[I/IHaMI/IKa HCTI0JIb30BaHU pCCYPCOB 10 U MOCJIC OIITUMU3AUN

[Tocrne mpuMeHeHUs ONTUMHU3ANMKA HAOIIONANOCh 3HAYUTEIHHOE CHIDKCHHE HArpy3Kd Ha
CPU (c 75% B cpeanem no 45%, cumwxenue Ha 40%) u namsts (¢ 80% mo 55%, cHuxeHue Ha
31%). IMukossie 3Hauenust CPU cuHusummce ¢ 85% 10 60%.

Obwue nokazamenu yayuuwienus npouseooumensrHocmu. Ha pucynke 7 mnpencraBieHbI
o0IMe MmoKazaTeny yIydlieHus] TPOU3BOIUTEIILHOCTH TI0 PAa3IUYHBIM KaTETOPUSM METPHUK IOCIe
MPUMEHEHHSI BCEX PEKOMEHIAINN CHCTEMBI.

+42%

Ynyuwenue (%)

Throughput Latency Cache Hit Disk I/O
(3anpocos/cek) (Mmc) Ratio (%) (onepaumnit/cek)

Pucynok 7 — IIponeHT yirydnieHnst NpOU3BOAUTEIBHOCTH M0 KAaTETOPUSIM

Haunbonee 3HaunmtensHoe yiyumieHue (+42%) ObIIO JOCTUTHYTO B IPOIYCKHOM
crocooHoctu (throughput), d9ro BbIpakaeTcs B YBEIMUYEHUH KOJIMYECTBA OOpabaThIBAEMBIX
3arpocoB B cekyHay ¢ 720 no 1022 3anpocos/cek. Latency (3anepka) cHuzmiace Ha 38%, uTo
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03HauaeT 0osiee OBICTPBIA OTKJIMK CUCTEMBI: CPEIHSS 3aepiKKa 3apOCOB YMEHBIIMIACH C 45 MC 10
28 mc. Cache Hit Ratio yBenmnuwmiicst Ha 25% (¢ 76% 1o 95%), yka3siBas Ha Oonee 3dexkTuBHOE
ucnoinbs3oBanue kama. Disk I/O cokparuncs Ha 35% (¢ 1200 no 780 onepanuii/cex).

3aKJ04YeHue

B nmanHoii pabore Oblma pa3paboTaHa W TPOTECTHPOBAHA CHCTEMa ABTOMATHYECKOTO
MOHUTOpHUHTA U onTUMu3anuu PostgreSQL. Cuctema 1eMOHCTPUPYET BBICOKYIO 3 (EKTUBHOCTH B
BBISIBJICHUH TPOOJIeM MPOU3BOAUTEIHHOCTH M TEHEPAlUK MPAKTUYECKHX PEKOMEHIAIUN Mo HuX
YCTpaHEHHUI0. ApPXUTEKTypa CHUCTEMBbl BKIIOYAaeT MOAyJIb cOOpa METpPUK, aHAIU3aTop
MIPOU3BOJIUTENIBHOCTH, TEHEpaTop peKOMEeHJAlMi W MOIyJb BHU3yalu3alu, paboTaromniue
COBMECTHO JIJIsl 00€CIICUCHUsI KOMIUIEKCHOTO MOHUTOpUHTA [26].

TectupoBaHue cCHCTEMBl Ha peEalbHbIX JaHHBIX IIOKa3aJl0 3HAYUTENbHOE YIy4lleHHE
MPOU3BOUTEIILHOCTH: BPEMsI BBIMOJHCHHUS KPUTHYHBIX 3allpOCOB cokpatuioch Ha 70-75%,
MPOITyCKHasi CIOCOOHOCTh yBenuuuiach Ha 42%, 3amepikka 3ampocoB yMmeHbIInigach Ha 38%,
MCIOJIb30BaHNE CUCTEMHBIX pecypcoB cHm3miIoch Ha 30-40%, a Cache Hit Ratio yBenmuumics Ha
25%. CucreMa yCHelmHO BBbISIBAJIA W IIOMOIJIA YCTPAHUTh MEIJIEHHBIE 3alPOChI, OTCYTCTBYIOIINE
WHJICKChI, HEONITUMAJIbHBIC TIJIaHbI BHIMOTHEHUS U bloat TabuiI.

OcHoBHBIE MpEUMYIIECTBA pa3pabOTAHHON CHCTEMBl BKJIIOYAIOT: MOJHYI0 aBTOMAaTH3aLUIO
mpoliecca MOHUTOPUHTA U TEHEpallMd PEKOMEHJAIUi, 3HAYMTENbHOE CHIDKEHUE HArpy3KH Ha
aJIMMHHUCTPATOPOB 0a3 JaHHBIX 3a CYET aBTOMATHYECKOro OOHapyXeHHs MpoOjeM, MPOaKTUBHOE
BBISIBJICHHE TIPOOJIEM 1O WX KPUTUYECKOTO BIMSHHS Ha pPabOTy MPHIOKEHHMA, TEeHEPAIUIO
KOHKPETHBIX W TMPUMEHUMBIX peKoMeHAanuid ¢ SQL-koaoM sl HEMEIJEHHOTO HCIOJHEHHS,
BO3MOYXHOCTh OTCJIC)KUBAHUS UCTOPUIECKUX TPEHJIOB M MPOTHO3UPOBAHUS OYIyIIUX MPOOIEM.

Cucrema MOXeT OBITh PEKOMEHJIOBaHAa Ui BHEAPEHUS B IPOU3BOJICTBEHHBIC CpPEIbI,
0COOCHHO B OpPraHM3aIlMsIX C BBICOKON Harpy3koi Ha 0a3bl JaHHBIX, OTPAHMYEHHBIMU PECypcamMu
aJIMUHHUCTPUPOBAHUS U KPUTUUYHOCTHIO TPOU3BOJUTENBLHOCTH sl OU3Hec-miporeccoB. JlanbHeiiee
pa3BUTHE CHCTEMbI MOXKET BKJIIOYAaTh: WHTErPAllMIO0 C MAIIMHHBIM OOy4YeHHEM Jis MpeICcKa3aHus
mpo0JieM MPOU3BOAUTEIHFHOCTA HA OCHOBE MCTOPUYECKUX JAHHBIX, aBTOMATHYECKOE MPUMEHCHHE
O0e3onacHbIX ontuMmzarui (Hampumep, coszmanne uHAeKcOB CONCURRENTLY), mommepkky
apyrux CYBJ] (MySQL, MariaDB), unterpanuio ¢ cucTeMaMd MOHUTOPHUHIA MH(QPACTPYKTYPHI
(Prometheus, Zabbix), pa3paboTKy MOOUIEHOTO IPHIIOKEHUS JJIsI MOHUTOPHHTA U aJICpPTHHTA.
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